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ABSTRACT

This work is on test of Multicollinearity among soselected diseasescase study of Zonal Hospital Idah —
Kogi State (1994 - 2013). It was carried out in etho test for Multicollinearity in a model with rée
exogenous variables. Data on death and some ohiises (malaria, typhoid and anemia) were colledted
the period of twenty years. The analysis was cdrdat using the Farrar-Glauber test of Multicollzudty.
The results of the analysis revealed that thepgrésence of Multicollinearity in the model whertéesat the
5% level of significance.

INTRODUCTION

Health is the state of being or the condition & body or mind. Being healthy suggests a situaifam body
having good health, well strong and able to rehistorganisms that cause diseases. Healthy meares t
free from illness. As one of the components of tiestatistics, death rate is taken into considenatiith
reference to its cause(s). Although there are niisgases across the world, some are pertinentnie so
regions. Those that are common in West Africa aataria, measles, chicken box, and anemia, to mentio
but a few.

Multicollinearity is a condition that exists whemdiependent variables are correlated with one anoftimat

is, a phenomenon in which two or more predictorialdes in a multiple regression model is highly
correlated. This means that one can be linearlgigted from the others with a substantial degree of
accuracy. In this situation, the coefficient estiesaof the multiple regression may change errdgidal
response to small changes in the model or the Natkicollinearity does not reduce the predictivewer or
reliability of the model as a whole, at least withhe sample data set; it only affects calculati@garding
individual predictors. That is, a multiple regressimodel with correlated predictors can indicates veell

the entire bundle of predictors predict the outcoragable, but it may not give valid results abauny
individual predictor, or about which predictors areedundant with respect to others
(https://fen.m.wikipedia.org/wiki/Multicollinearity) The adverse effect of Multicollinearity is thahet
estimated regression coefficients,,b........... b, tend to have large sampling variability. That tlse
standard errors are large. Consequently, whendéfficients are tested, the t - statistics willdmeall, which
infers that there is no linear relationship betwékea affected independent variables and the depénde
variables. In some cases, this inference will bengr Fortunately, Multicollinearity does not affélse F-test

of the analysis of variance. Over the years, teéduticollinearity had been in existence and wyldipplied

as to determine the collinearity or inter-correlatibetween two or more exogenous variables. These
variables could be in area of health where relateallly diseases are tested. It could also be imurtbe of
production where factors like capital, labour, im& investment, budget, etc. are put into consibers
The studies of Multicollinearity enable us to kndhe functional relationship as well as pattern of
relationship that most exist between the varialVadticollinearity exists in virtually all multipleegression
models. In fact, finding two completely uncorrethteariables is rare. The problem becomes serious,
however, when two or more independent variablesigitdy correlated.
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Multicollinearity increases the standard errorshaf coefficient. Increased standard errors in theans that
coefficients for some independent variables mayobed not to be significantly different from 0. @ther
words, by overinflating the standard errors, moltinearity makes some variables statistically ipeledent
when they should be significant. Without multicodarity (and thus, with lower standard errors),sého
coefficients might be significant. We should notemMever that a little multicollinearity isn't necessy a
huge problem, but severe multicollinearity is a ongproblem because it increases the variance of the
regression coefficient, making them unstable. Th&remvariance they have, the more difficult it is to
interpret the coefficientéblog.minitab.com/ blog/understanding-statistics/hadling-multicollinearity-in-
regression-analysis)

In multiple regression model, there are indicatbet helps to detect the presence of multicollingaBome
of them among others includes:
i Large changes in the estimated regression eiefitis when a predictor variable is added or
deleted.
ii. Insignificant regression coefficients for thifezited variables in the multiple regression, but
a rejection of the joint hypothesis that thosefficients are all zero (using an F — test)
iii. If a multivariable regression finds an insi§ioant coefficient of a particular explanator, yet
a simple linear regression of the explained véegialn this explanatory variable shows its
coefficient to be significantly different from zerthis situation indicates multicollinearity in
the multivariable regression.

iv. Perturbing the data: Multicollinearity can @etected by adding random noise to the data
and re — running the regression many times andg®&ew much the coefficients change.
V. Construction of a correlation matrix among tlkplanatory variables will yield indications

as to the likelihood that any given couplet of htipand side variables are creating

multicollinearity problems. Correlation valuesf(dfagonal elements) of at least 4 are  sometimes
interpreted as indicating a multicollinearity prefl. This procedure is, however, highly problemaiid
cannot be recommended. Intuitively, correlationcdbgs a  bivariate relationship, whereas colliitgés a
multivariate phenomenon (https://en.m. wikipedigheiki/multicollinearity)

STATEMENT OF THE PROBLEM

This study on test of multicollinearity among sosatected diseases is embarked upon to solve prafifiem
collinearity or interrelationship among some saldafliseases - malaria, typhoid, and anemia wdrielthe
most prevalent diseases in Idah (the case study)itarenvirons. It will cover primarily death andrse
causative diseases - malaria, typhoid, and anefhiechvare prevalent in the study area - Zonal Hasjbitah,
Kogi State (1994 — 2013). Thétest analysis in the Farrar-Glauber’s test wilileles the researcher to know
the existence and severity of multicollinearity armgdhe three selected disease.

The aim of this work includes the estimation of fzgameters of the components of the Farrar-Gléaibest
statistic and to investigate if there is any relaship or collinearity among the various diseaded are
prevalent among the people in the study area.

TYPHOID FEVER

Typhoid fever is a common worldwide bacterial di&edransmitted by the ingestion of food or water
contaminated by bacterBBalmonella typhilt is also known as enteric, or commonly justhtyjol. Typhoid
fever and paratyphoid fever are clinically indigtiishable diseases, collectively called entericeffev
(www.medicalnewstoday). The disease has receivedusnames such as gastric fever, slow fever,qusrv
fever, pathogenic fever, infantile remittent fevetc. In the early 1900s there were thousands midig
fever cases and many people died of this diseasst Mf these cases arose when people drank water
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contaminated with sewage or ate food handled BBrepared by individuals who were shedding the tigoho
fever bacterium%almonella typbhi This necessitated the need for public healthnde et al; (2011), reveals
that, public health is the science of protectingylations and improving the health of human comtiesi
through education, promotion of healthy styles, prelention of diseases and injury.

SYMPTOMS

Typhoid fever, at the initial stage is charactedityy very high fever that run as high as 39 or éQrdes
Celsius, generalized aches( e.g. headaches) amsl gaieating, Lethargy, weakness, fatigue, gasteaés,
diarrhea and rash (rose — colored spots on therlolest or upper abdomen). If left untreated, @aséstage

of typhoid may result with a continuation of a hifglver, severe constipation or diarrhea that resesntea
soup, extreme weight loss, and an uncomfortabfenidled abdomen. The final stage of symptoms, known
as the typhoid state, leaves a person deliriouslgng motionless with the eyes half closed. Durihg
fourth week of illness, improvement slowly beginscome and the fever is likely to decrease gragwadér

ten days. Although the illness is very rare in tleeloped world, it is still a serious health thraathe
developing world. It is treatable with antibiotiggww.medicalnewstoday).

PREVENTION

Typhoid fever can be prevented through proper atoit and hygiene. Proper and persistent washing of
hands and careful food preparation are advisabtzghe disease spreads in places where humanciaTes

in contact with food and drinking water. Peopleeirdemic areas should avoid drinking untreated weaer
foods and vegetables. They should choose to conshaotefoods where bacteria cannot survive
(www.medicalnewstoday).

MALARIA FEVER

Malaria fever is a deadly disease that could b#yezmused by mosquitoes. It's a result of seveaaises and
characterized by the occurrence of chills, fevad aweating in distinct paroxysms. At times, it hiidpe

intermittent fever or remittent fever (www.thefrégttbnary.com/malaria). Due to the nearness ofrriok

some communities, several people are prone to imatiack which may lead to their death if not takare

of.

Joanne et al (2011) also reveals that malaria i&réropod-borne diseases and the most importamtalmu
protozoa is plasmodium, the causative agent of maal&/HO (2014) reveals that more than (2.8-3illiph
people are affected worldwide each year, and ovemiillion (mostly children) die annually of malarin
African alone.

Malaria is caused by four species of plasmodiunes€hare P. Falciparum, P. Malaria, P. Vivax, P.l€®va
The parasite first enters the bloodstream throlghhite of an infected female anopheles mosquifterA
some time or period, the infected person will betacted with the disease called malaria. WHO (1955)
began a worldwide malaria eradication program fimaly collapsed in 1976 due to the resistancéhi®
vaccine developed to be used in other to eradtbatelisease by mosquitoes. Scientists were alevelop

a new vaccine and more potent drugs due to sdedtifcovery.

SYMPTOMS

The pathological changes caused by malaria invobteonly the erythrocytes but also the spleen ghdro
visceral organs. Classic symptom first develop lith synchronized releases of merozoitesand eggteo
debris into the bloodstream, resulting in the malparoxysms challing chills,then burning feveldoled by
sweating. This means that the fever and chillscagsed by a malaria toxin that induces macrophtmes
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release interleukin-1. Several of these paroxysmnstitute an attack. After one attack, there isission that
casts from a few weeks to several months, andtthene is a relapse. Between paroxysms, the patfeat
normal. Anemia can result from the loss of erytgtes and the spleen and liver often hypertrophyld@m
and non-immune individuals can die of cerebral mala

CONTROL

Although it is not very easy to control malaria albgely, the best approach is to vaccinate peapndemic
areas at a very young age. It is worth nothing thdividuals who are travelling to areas where malés
endemic should receive Chemophopylactic treatmeitt @hloroquine, Primaquine, etc. Other control
measure is the use of mosquito net.

ANEMIA

Anemia is a deficiency in the number or quality of redda cells in the body (www.Betterhealth.vic.gov
.au/anemia). It is a condition caused by a lactedfblood cells. It means that the body’s tissaares organs
cannot get enough oxygen. According to Denise (2@@8mia is a condition that develops when oneedlo
lack enough healthy red blood cells or hemoglobiiiemoglobin is the main part of red blood cells and
builds oxygen. If one have too few/abnormal rectlcells or abnormal/low hemoglobin, the cells iistter
body will not get enough oxygen.

Anemia exists because organs aren't gathering Wiet need to function properly. Anemic is the most
common blood condition in U.S. it affects 3.5 nailli Americans. Woman and people with chronic disease
are at increased risk of anemia. It is importamate that certain form of anemia are hereditaxy iafants
may be affected from the time of birth. Women ie tthildbearing years are particularly susceptibledn-
deficiency anemia because of the blood loss fronmstneation and the increased blood supply during
pregnancy. Other adults also may have a greatemfisieveloping anemia because of poor diet anéroth
medical conditions.

There are many types of anemia. All are very déffierin their causes and treatments. Iron- defigienc
anemia is the most common type of anemia and ig tveatable with diet changes and iron supplements.
Some form of anemia like the ones that developsduyregnancy are even considered normal. However,
some types of anemia may present lifelong heatthlpms.

CAUSES OF ANEMIA

Wikipedia reveals that there are more than 420stygfeanemia which are divided into three groupsskeh
are:

1. anemia caused by blood loss
2. anemia caused by decreased or faulty red blooghaadiuction
3. anemia caused by destruction of red blood cells.

Anemia Caused by Blood LossRed blood cells can be lost through bleeding wicih occur slowly over
a long period of time, and can often go undetectdis kind of chronic bleeding commonly resultsnfro
the followings: Gastro internal conditions suchubers, hemorrhoids, gastritis inflammation of ghemach

and cancer, menstruation and childbirth in womereeislly if menstrual bleeding is excessive anthére

are multiple pregnancies.

Anemia caused by decreased or faulty red blood cefiroduction: This is the type of anemia caused
when the body produces few blood cells or the blgalts may not function correctly. In either caaeemia
can result. Red blood cells may be faulty or desgdadue to abnormal red blood cells or lack oferdts
and vitamin needed or red blood cells to work priypeConditions associated with these cause of @em
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includes the followings: Sickle cell anemia, iroefidiency anemia, vitamin deficiency bone marrovd an
stein cell proteins. Sickle cell anemia is an iiteedrdisorder that affects African- Americans. Redod
cells become crescent- shaped because of genétict.dEhey breakdown rapidly and so oxygen does not
get to the body’s organs causing anemia as welhas.

Anemia caused by destruction of red blood cellsA condition in which red blood cells are destroyati
removed from the blood stream before their nornfakpan is over is referred to as hemolytic anemia
(www.nhlbi.nih.gov/health (2014)). Also, accordibtg April Kahn (2012), hemolytic anemia occurs when
red blood cells die sooner than the bone marrowptaduce them. This is scientifically termed hersidy
The two forms of hemolytic anemia are intrinsic andrinsic hemolytic anemia. Extrinsic develops whe
the spleen traps and destroys healthy red blodsl @dlis can also be due to infections, tumorspiaunune
disorders, medication side effects, leukemia, anplgoma. On the other hand, intrinsic hemolytic amem
develops when the red blood cells produced by tuy lare defective. This condition is often inhetjteuch

as people with sickle cell anemia or thalassemia.

SYMPTOMS

Some of the symptoms of anemia are; fatigue, tesdnlethargy, breathing difficulties after exescis
dizziness, leg pains, pale complexion etc.

GENERAL PREVENTIVE AND CONTROL MEASURES

1 Vaccination is one of the most common effective peges for microbial disease prevention and
vaccines constitute one of the greatest achievenwémhodern medicine.

2. Many of the current vaccines in use for humans isbr$ whole organisms that are either inactivated
(killed) or attenuated (alive but not strong enotmharm).

3. Epidemiological control measures can be directedatd reducing or eliminating infection sources,
breaking the connection between sources and sisseépdividuals.

SOURCE OF DATA

The data used in this research work is a secordtgeyfrom Zonal Hospital Idah, Kogi State (1992043)
with the interest of studying death and its cuieggspect to malaria, typhoid and anemia.

Table 1: Total number of deaths and deaths causdxy malaria, typhoid and anemia.

SIN Year No of death Malaria (y) Typhoid (y,) Anemia_(y)
1 199¢ 72 13 15 23
2 1995 66 10 11 9
3 1996 64 20 10 15
4 1997 12t 30 28 20
5 1998 99 10 25 23
6 1999 94 15 25 30
7 2000 129 35 27 38
8 2001 111 27 22 21
9 2002 95 23 24 30
10 2003 96 21 25 15
11 2004 105 31 37 18
12 2005 135 40 37 20
13 2006 124 18 17 20
14 2007 95 15 27 30
15 2008 69 20 15 14
16 2009 54 10 15 12
17 2010 43 14 12 8
18 2011 37 10 5 7
18 201z 59 13 17 8
20 2013 131 30 12 8
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METHODOLOGY

This research work is basically concerned withingsthe interrelationship or intercorrelation amaheg
exogenous variables. The two possible tests oficollihearity are the Farrar-Glauber test and Fhisch’s
confluence analysis test. For this work howevershall consider only the Farrar-Glauber test.

THE FARRAR- GLAUBER TEST OF MULTICOLLINEARITY

Farrar-Glauber test for multicollinearity was irdtwed by D.E. Farrar and R.R. Glauber in 196 hvbives
3 stages of analysis. These stages are:

1. The use of? test to determine the presence and severity dfaollinearity in a model with several
exogenous variables.

2. The use of F-test to locate the multicollinentérs/variables in the model.

3. The application of t-test to detect the pattdrmulticollinearity (that is to detect how

Variables are collinear) in model..
Stage 1: The use of? - test

The hypothesis to be tested is:
Ho: Xis are orthogonal (there is no multicollinearity)
Hi: Xps are not orthogonal (there is multicollinearity)

The test Statistic is:

1%a = -[(n-1) -% (2k +5)] log, [Standardize Determinant Value (SDV)]
Where loge = In, n = number (or size) of sample ldr= number of independent variables

1 7, 73
sbv.= |13, 1 1yg

Tz Ty 1
The correlation coefficients between the exogenwasable computed through the product moment
correlation:

Mixi = Syiyj = NYXiXj = 2 Xi 2%
VEi Sy MExi2— 0x)AMNYx - 0)

Level of significancex = 0.05
Critical value: thab- = le/z k(k-1), @

Decision rule: reject Hif y2.a. > x%an. Otherwise do not reject.
Stage 2: The use of F- test
The hypothesis to be tested is:

Ho! Rty «reeeeeens x =0 (Xis are not multicollinear) vs R yixx, «---cevxee- «7# 0 (Xis are multicollinear)
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The test Statistic is:

_ (R2 wix2x3—————— )/ (k—1) Wh _ o si 4 K= o . .
Fcal. = (1-Roxixixd———XK)/(n_k) ere n = sample size an = number of eqgitay
variable.

Critical value: Fpn = F(k-l),(n-k),udf

Level of significance:a = 0.65

Decision rule: Reject Hf F.y > Fap Otherwise do not reject
Stage 3: The use of t- test

The hypothesis to be tested is:
Ho: Naixjxix2............ « = 0 (X and X are not intercorrelated) vs
Ha Mixjxax2.ooo. « # 0 (% and X are intercorrelated)

The test Statistic:

tcal = (rxixj.xlxz ............. Xk)‘\'l‘n'k/(l'rzxixj XIX2..iin xk)
where n=sample size and k= number of explanataigplyie.

critical value: typ = thua

Decision rule Reject H if te,> tan Otherwise, do not reject.
Using the above methods, the analysis of the gidata is shown below..

DATA ANALYSIS
From the data presented above, we have:

Stage 1
The respective correlation coefficients:

_ 20(9173)-405(4086)
~J(2z0(9793) - (4052)((20(9702)—(406%)

Iaxe= M2 = 0.6241 (to 4d.p) , where:

n=20,Y X, X, =9173}, X, = 405,%, X{ = 9793). X, =406,, X3 = 9702

_ 20(7965)-405(269)
~ JTz0(9793)—(205)F1[20(8279)—(369)7]

= 0.3220 (to 4d.p) , where:

Mxix3= 13

n=20,% X, X, =7965%, X, = 4052, X{= 97932, X3 =8279, ¥ X;=369

_ 20(8371)-(406)(269)
~JTzo(9702)—(206)7[20(8279)— (369)7]

xox3= I23

= 0.6006 (to 4d.p) , where:

n=20,Y X,X; =8371), X, = 406, X3 = 9702), X, = 369, X5 = 8279
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1.0000 0.6241 0.3220
Sothatthe S.D.V. [0.6241 1.000 0.6006]|=0.3875
0.3220 0.6006 1.000

Since n =20, k =3 and S.D.V. = 0.3875, we have:
y2cal = -((20-1)%(2(3)+5)n0.3875) =-20.7381(to 4 d.p)

Ytab = X2 k(k-1), o = XP4(3(3-1), 005 = X%005= 7.815
Decision/Conclusion

Since y%a = ZP-7381<X2tab =7.815, we reject Ho and conclude that, theprésence of multicollinearity in
the model.

Stage 2

Before we carry out the F-test analysis, we fatstain the multiple correlation between the vdeabg x;
and %

Recall that 1, = 0.6241, ;3 = 0.3220, 3= 0.6006. So that:
Rizs = V[(rP2+ Prg— 2hor1ara)/(1-23)]

= [(0.624F + 0.3228 — 2(0.6241)(0.3220)(0.6006)/(1- 0.66)6= 0.6276 (to 4 d.p)
Rois = V[(rPin+ Pas— 2nar1ars)/(1-FPe3)]

= [(0.624F + 0.6008 — 2(0.6241)(0.3220)(0.6006)/(1- 0.3390= 0.7534 (to 4 d.p)
Rar = V[(r%s+ Prs— 20oriare)/(1-1)]

= [(0.322G + 0.6008 — 2(0.6241)(0.3220)(0.6006)/(1- 0.6311= 0.6044 (to 4 d.p)

From the results obtained above, we have:

. RI,./(k-1) 0.6276% [(3-1)
e (1-R2,, ) /tn—k) ~ (1-0.62762 )/(20-3)

=5.5227 (to 4 d.p)

_ RE,g/(k-1) 0.7534%(3-1)
P k2, ) /) (o7saadyGog) o0 (044D
2 _ 2 _
Facal = Raaz/k-1) 0.60447/G-1) _, 4908 (to 4 d.p)

(1-R2_,)/tn—k) (1-0.6044%)/(20-3)

Fiab= Fcr)ni)r o« = P17005= 3.57
Decision/conclusion

Since Eys are > gy we reject | and conclude that the variableaye multicollinear at 5% level. Hence,
there is existence of multicollinearity in the mbde
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Test 3 (t-test)

In this case, we first compute the partial corietatoefficient among the exogenous variables.
Recall that 1, = 0.6241, 13 = 0.3220, 53 = 0.6006

Tz Taezs - (0.6241-(0.3220)(0.60063690
Ja—rE)(-3)  V[(1-0.3226)(1-0.6006)]

l123=

f1a0= Tizg—TizTea  _ O.6241-(0.3220)(0.600@_2)845
' ﬂl{l_rfz}{l_fga] V[(1-0.3226)(1-0.60086)]
i Tog—TizTig _ 0.6006—0.6241(0.3220) — 0.5402

[
_‘J{l—'rfz}{l—‘rfa] _Jll[l—ﬂ.&zcl‘lz )(1-0.3220%)

For the t-calculated, we have;

ryzgvn—k  0.5630+/20-3

b= (2 e = Cosesor) - 34692
TyapVm—k  —0.0845v20-3

o= 2 2 = Gotoosssy) 0350

tscz,u:arza'zd"'l'ﬁ - 0.5402v/20—-3 - 51451
(1-r2,,)  (1-(0.5402%)

The critical values for the  are all the same, hengg € t,.9, (¥ =ti7005-211

Decision/conclusion

Base on the stated hypothesis above, we have:

1. Sinceyca= 3.4692 >, = 2.11, we reject fand conclude that pand X% are intercorrelated at 5%
level of significance.

2. Since 4.4= - 0.3509 <{,= 2.11, we do not rejectbut accept and conclude that ahd
Xzare notinterrelated. Hencg ahd X are not the cause of multicollinearity in the mlode

3. Also, sincet, = 3.1451 >, = 2.11, we reject Fand conclude that and X are intercorrelated at

5% level of significance. HenceyXnd X are responsible for the multicollinearity in the adeb

FINDINGS

From the analysis carry out in this work, thereaislear indication of positive relationship betwebe
diseases understudy. That is, the correlation ioieft between malaria and typhoid is 0.62, thamafaria
and anemia is 0.32 and that of typhoid is 0.60
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In testing for the multicollinearity, thg? - test, F - test and t-test all show an evidencexstence of
multicollinearity among the exogenous variabletas dbove test were conducted at 5% level of sitanifie
and the Null hypotheses were rejected in favouhefalternative hypotheses.

CONCLUSION

Conclusively, from the above analysis, it was disrahat there is existent of multicollinearity amgothe
exogenous variable using Farrar-Glauber test ateéd of significance. The? test indicates the presence
and severity of multicollinearity in the model wittie exogenous variable. This is as a result ofehdency
for the diseases (malaria, typhoid, anemia) to mimggether over time since these diseases are lysual
influenced by same factors and consequently atttersame pattern to those factors they arise overti

RECOMMENDATIONS

Having examined the process used in the above sinaBnd the drawn inferences, the following
recommendations are made:

1. The research reveals that the three diseasestbagiency to move together over time as they are
cause by the same factors. Thus, the governmentaapchon- governmental agencies who are
interested in public enlightenment against any lodse diseases should make sure that such
enlightenment puts into consideration the threeafies simultaneously.

2. In the same way, doctors or health personnhbsils make sure that they carry out necessary tests
for the three diseases on any patient sufferingnfamy one of the diseases. This will help in earlie
detection of their presence.

3. It is also recommended that in any research wwsfore multiple regression analysis is carriet] ou
it is necessary to first test for multicollineariynong the exogenous variables. This is because, if
there is the presence of multicollinearity in thed series data, the regression parameters will be
insignificant and the regression model formed caibeoused for forecasting.
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